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tIn this paper we present an all-opti
al network ar
hite
ture and a nearly-all-opti
al router for it. The sparse opti
al torus network 
onsists of an n � ntorus, where pro
essors are deployed diagonally. Addresses of pa
kets areen
oded and re
ognized by using �ber Bragg grating arrays. The opti
al ad-dress re
ognition ensures that only a few logi
al gates are needed to implementrouting de
isions at the routing nodes.Keywords sparse opti
al torus, opti
al 
ommuni
ation, �ber Bragg grating1 Introdu
tionMost of the parallel 
omputers on the market use an ele
troni
 
ommuni
ationnetwork to transmit pa
kets between pro
essors. We 
an in
rease the eÆ
ien
y of
ommuni
ation by using opti
s. Opti
al 
ommuni
ation o�ers several advantagesin 
omparison with its ele
troni
 
ounterpart, e.g., the possibility to use broaderbandwidth and the insensitivity of opti
s to external interferen
es.Problems that have prevented a wider use of opti
al 
ommuni
ation are thela
k of all-opti
al logi
 gates and the la
k of opti
al random a

ess memories. Thesedisabilities redu
e the fun
tionality of opti
al 
ommuni
ation in pa
ket swit
hednetworks. For these reasons pa
ket-routed networks usually use ele
troni
 ad-dress re
ognition as a routing me
hanism. LaRo
helle et al. have proposed a�ber Bragg grating array en
oder/de
oder for opti
al 
ode-division multiple a

ess(OCDMA) [9℄. 1



Our work is motivated by the emulation of shared memory with a networkof distributed memory modules [4, 12℄. If a parallel algorithm has enough parallel\sla
kness", i.e., large enough number of independent parallel threads in ea
h pro-
essor, the implementation of shared memory 
an be redu
ed to eÆ
ient routing ofan h-relation [12℄. An h-relation is a routing problem where ea
h pro
essor has atmost h pa
kets to send and is the target of at most h pa
kets [1℄. An implementationof an h-relation is said to be work-optimal at 
ost 
, if all the pa
kets arrive at theirtargets in time 
h. A pre
ondition of work-optimality is that h is greater than thediameter � of the network and the network 
an move 
(n�) pa
kets in ea
h step,where n is the number of pro
essors. Otherwise sla
kness 
annot be used to "hide"the laten
y due to travel a
ross the diameter [1, 7℄. Some ar
hite
tural solutionssatisfying the above are presented, e.g, by Valiant [12℄ and by Sibeyn [11℄.A sparse opti
al torus network (SOT ) 
onsists of an n�n torus, where pro
es-sors are deployed diagonally. Nodes are 
onne
ted to ea
h other by opti
al links [7℄.The bandwidth of the system is divided in time slots, whose length tp equals the by-pass time of a pa
ket between two 
onse
utive routing nodes. The system operatessyn
hronously. Every node has two in
oming and two outgoing links, therefore therouting ma
hinery 
an move 2n2 pa
kets in ea
h time slot.The routing proto
ol used in this work is what we 
all a one-way lateral pro-to
ol. In the one-way lateral proto
ol a pa
ket follows the horizontal path until itrea
hes its target 
olumn. When the pa
ket has rea
hed the target 
olumn, it tries toturn to its target pro
essor. If it su

eeds in turning, it has the privilege to 
ontinueto the destination. Problems arise if there is another pa
ket sent at the same timeto the same target. The pa
kets arrive at the same router at the same time, and ifthey 
hoose the same outgoing link, they 
ollide. Collisions 
an be handled by usingan address di�eren
e based proto
ol [7℄, or a systoli
 routing proto
ol based on theuse of time-
ontrolled routers and timed sendings of pa
kets [6℄. In this presentationwe will, however, present an almost-all-opti
al address re
ognition me
hanism and afast hardware-based implementation of the one-way lateral proto
ol. We also sket
ha theoreti
al analysis earlier presented in [7℄. A

ording to the simulations, an n�nSOT o�ers work-optimal routing of h-relation for h 2 
(n logn).Se
tion 2 presents the stru
ture of routing nodes and the stru
ture of a sparseopti
al torus. In Se
tion 3 we introdu
e the one-sided lateral routing proto
ol andits implementation. Se
tion 4 presents an analysis of our 
onstru
tion. Se
tion 5gives 
on
lusions and dis
usses the future work.2
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Figure 1: Two possible states of routing nodes2 Sparse Tori with Opti
al RoutersThe basi
 
omponent in routing nodes is the ele
tri
ally 
ontrolled opti
al 2�2swit
h, operating under a 
ommon 
lo
k. A routing node 
an be in one of twostates. When a routing node routes signals Iny and Inx to outputs Outy and Outxrespe
tively, it is said to be in the 
ross state (+), and when it routes in
omingsignals Iny and Inx to outputs Outx and Outy respe
tively, it is said to be in theturn state (nn). The two possible states of routing nodes are presented in Figure 1.A 2-dimensional n�n sparse opti
al torus, SOT , 
onsists of n2 opti
al routingnodes R(i;j), 2n2 opti
al links, and n pro
essors (P0;P1; : : : ;P(n�1)), where 0 �i; j � n � 1. Pro
essors are lo
ated diagonally so that pro
essor Pi resides atrouting node R(n�i�1;i) [7℄. Ea
h node has two in
oming and two outgoing links Inx,Iny, Outx, and Outy. The two outgoing links of node R(i;j) are 
onne
ted to nodesat lo
ations R((i+1) mod n;j) and R(i;(j+1) mod n). All the 
onne
tions are assumed tobe unidire
tional and ea
h routing node is assumed to be 
apable of re
eiving andsending one pa
ket per link in a time unit. An example of a 6 � 6 sparse opti
altorus is represented in Figure 2.In Figure 2 a disk indi
ates a routing node, a square indi
ates a routing nodewith a pro
essor, and an arrow between two routing nodes indi
ates a unidire
tionalopti
al link between the nodes. The routing time of the system is divided in timeslots, whose length tp equals to the bypass time of a pa
ket via a link between two
onse
utive routing nodes. We 
all the length of time slot tp the pa
ket 
y
le. Apa
ket 
onsists of so many data bits that 
an be passed within the pa
ket 
y
le tpbetween two 
onse
utive routing nodes. 3
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al torus.3 Routing Ma
hinery for SOTIn our system, pro
essors inje
t pa
kets into the network using �ber Bragg gratingarrays (BGA) to en
ode the address of the destination. Intermediate routers makerouting de
isions depending on the address of the routing node, the destinationaddresses of the pa
kets, and the routing proto
ol. Se
tion 3.1 presents the routingproto
ol for SOT and its implementation. Se
tion 3.2 dis
usses an opti
al 
odedivision multiple a

ess (OCDMA). In Se
tion 3.3 we present the opti
al addressre
ognition me
hanism of the system. Se
tion 3.4 dis
usses the feasibility of our
onstru
tion.
4



3.1 Routing in Sparse Opti
al ToriAt ea
h time step the routers of a sparse opti
al torus re
eive at most two pa
ketsfrom their inputs Inx and Iny. The in
oming pa
kets should be routed to outputsOutx and Outy a

ording to their destination. Routing in SOT 
an be dividedin three phases. First, we have to dete
t and evaluate the values of the opti
aladdresses of in
oming pa
kets. Se
ond, we have to swit
h the state of the router sothat it routes the pa
kets 
orre
tly. Third, pa
kets must be inje
ted into the outputlinks a

ording to the routing de
ision.Let p and q be pa
kets at the input links Inx and Iny of router R(i;j) addressedto pro
essors Pa = R(a;n�a) and Pb = R(b;n�b), respe
tively. The routing proto
olis 
hara
terized by the fun
tion f(a; b; i; j) 2 f+; nng, whi
h tells the new state ofthe router and thus determines, how the pa
kets are forwarded. If one of pa
kets pand q is missing, the behavior of the router is obvious. More interesting is the 
aseof two pa
kets, when a 
ollision is possible.Figure 3 represent the routing s
hema for SOT . Let dx(i; a) = a � i anddx(i; b) = b�i denote distan
es from the destination 
olumns and dy(j; a) = n�j�aand dy(j; b) = n� j� b denote distan
es from destination row of pa
kets Pa and Pb.In the general 
ase the state of router 
an be either+ or nn until at least one of thepa
kets rea
hes its destination row or 
olumn. \Safe" routing areas are presented inFigure 3 as dash-dotted boxes. A number of routing proto
ols and me
hanisms havebeen presented in [6, 7, 8℄. Making the routing de
ision in opti
al form is, however,very diÆ
ult.A
tually, we will de�ne f so that the value only depends on whether a = i andb = j or not, i.e. f(a; b; i; j) = f 0(g(a; i); g(b; j)), whereg(k; l) = 8<: 0 if k = l1 otherwiseand f 0(A;B) = 8<: nn if A = 0 and B = 1+ otherwiseThe fun
tion f 0 is an implementation of the one-way lateral proto
ol presentedin [7℄. The input bits are provided by opti
al dete
tion and by opti
al address re
og-nition. Respe
tively, the output bit is provided by the swit
hing 
ir
uit of Figure 4whi
h presents the blo
k diagram of proto
ol 
ir
uit (ProtC) design implementingthe one-way lateral proto
ol in SOT . Inputs A and B are 
onne
ted to pa
ket de-5
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Figure 3: Example of routing in SOT . Pro
essors Pa and Pb resize at routersR(a;n�a) and R(b;n�b).te
tion and address re
ognition 
ir
uits of in
oming pa
kets and output C 
ontrolsthe state of a 2� 2 swit
h. The D 
ip-
op is added into the design to stabizile thestate of swit
h during the pa
ket 
y
le tp.3.2 Opti
al CDMALaRo
helle et al. have proposed the use of �ber Bragg grating arrays (BGA) foropti
al 
ode-division multiple a

ess [9℄. We 
onsider the Bragg grating to be aperiodi
 perturbation of the e�e
tive refra
tive index of an opti
al �ber that re
e
tthe predetermined wavelength �i of light in
ident on the grating. The other wave-lengths of the light are passed by. A �ber Bragg grating array 
onsists of an opti
al�ber and a number of Bragg gratings written in the �ber [9℄.Let us 
onsider an OCDMA system whi
h uses wavelengths (�1; �2; : : : �N ) in6
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Figure 4: Cir
uit design implementing one-sided lateral proto
ol in SOT .its en
oders and de
oders. The en
oding end of the transmission system 
onsists ofa broadband transmitter, a 
ir
ulator, and a tunable BGA en
oder [2, 3, 5, 9℄. Thede
oding end 
onsists of a 
ir
ulator, a BGA de
oder, and a dete
tor respe
tively. Atthe en
oding end the broadband pulse is multiplied to a 
hip pulse sequen
e havingn equally separated pulses. The distan
e between pulses equals the bypassing timeof light between Bragg gratings.Figure 5 presents the idea of opti
al address re
ognition. At the en
odingend the transmitted broadband pulse is separated into a pulse train of three pulsesh�2; �1; �3i by the tunable en
oder (En
1). Pulses are routed through the networkuntil they rea
h de
oder Re
1 that has the same kind of Bragg grating array as En
1.To dete
t one large pulse at the threshold analyzer, the gratings of Re
1 must be ininverse order 
ompared to gratings of En
1.3.3 Opti
al pro
essing in SOTDisadvantages in opti
al pa
ket swit
hing are the la
k of all-opti
al logi
 gates andthe la
k of all-opti
al random a

ess memories. For these reasons pa
ket-routed net-works usually use ele
troni
 addressing as a routing me
hanism. We 
an, however,use �ber Bragg gratings to minimize ele
troni
 
omponents needed.Address en
oding. Address en
oding in SOT is rather straightforward. When apro
essor has a pa
ket to send destined to the pro
essor at the ith 
olumn, it tunesits en
oder to use 
ode 
i and sends the address pulse train into horizontal outgoing7
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Figure 5: Blo
k diagram presenting opti
al address re
ognition.link before data. Data 
an be sent without 
oding after that.Dete
ting turned pa
kets. A

ording to the one-sided lateral proto
ol a pa
ket
oming from the input Iny has been turned towards its target pro
essor and mustalways be routed into the output Outy. To dete
t this situation it needs to splitthe in
oming signal (if there is any) in two parts and guide one part into dete
tion.The other part is guided to a 2 � 2 swit
h after ampli�
ation. Blo
k diagramimplementing dete
tion of the existen
e of turned pa
ket (DetT) is presented inFigure 6.Address re
ognition. Routing and address re
ognition of the pa
ket 
oming fromthe input Inx is more 
ompli
ated be
ause this pa
ket is routed into output Outyonly if there is no in
oming pa
ket from Iny and the pa
ket should be turned towardsits target pro
essor.Address re
ognition 
ir
uits of routers of SOT are 
hosen so that re
ognition
ir
uits of ea
h 
olumn i re
ognize the same 
ode 
i 2 C, where C is the set ofall address 
odes of the system. Additionally, when using BGA's as an addressingsystem for SOT , the re
eivers' 
odes are 
hosen to satisfy two other 
onditions.First, de
oders of ea
h router of the 
olumn are 
hosen so that the peak of theauto
orrelation fun
tion 8
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To switchFigure 6: Blo
k diagram presenting dete
tion of turned pa
ket.
Rk(s) = NXi=0 
k(i)
k(i� s)is maximized for ea
h 
ode k; parameter N is here the length of the 
ode, and�N + 1 � s � N � 1. Se
ond, the side-lobes of this fun
tion are minimized [3℄.Demands for minimization of 
ross-
orrelation are omitted be
ause of the la
k ofmultiple a

esses. To do that, it is needed to use the same kind of Bragg gratingarrays in the en
oding end, but in the inverse order.Routing de
ision and routing in SOT . Routers of SOT 
onsist of a dete
tor
ir
uit of turned pa
ket (DetT), an opti
al address re
ognition 
ir
uit (Re
i), aproto
ol 
ir
uit (ProtC), a 2�2 opti
al swit
h, and a number of opti
al 
omponentsto handle opti
al signals. First, DetT dete
ts the existen
e of in
oming signal fromIny and sends bit 1 to the input B of ProtC if there is an in
oming pa
ket 
omingfrom Iny, 0 otherwise. Se
ond, Re
i evaluates whether the pa
ket 
oming from Inx(if there is any) is trying to turn and sends bit 1 to the input A of ProtC in that
ase, 0 otherwise. Third, ProtC makes the routing de
ision a

ording its input andsets the 2 � 2 swit
h in the 
orre
t state. Attenuators and 
ir
ulators [5℄ enlargeopti
al powers of signals and delay them until the routing de
ision has been maderespe
tively. Last, pa
kets are routed into the outgoing links. A blo
k diagram ofour implementation is presented in Figure 7.9



3.4 Physi
al Feasibility of Routers for SOTSwit
hes 
an be implemented by LiNbO3 te
hnology [10℄. The swit
hing time ofLiNbO3 swit
hes lies in the range of 10{15 ps [10℄. The length of pa
ket is lp = Np�v
B�r ,where Np is the size of the pa
ket in bits, v
 ' 0:3 ns/m is the speed of light inva
uum, r ' 1:5 is the refra
tion index of �ber [10℄, and B is the link bandwidth.Assuming the bandwidth to be B=100 Gb/s, the length of a bit in a �ber is lp ' 2mm. In order to estimate the feasibility of a 64 � 64 SOT let us assume the linkbandwidth to be B = 100 Gb/s, and the size of pa
kets to be Np = 128 b. The
orresponding length of a pa
ket in a �ber is lp ' 26 
m and the length of thetime slot is tp ' 1:3 ns. Assuming the length of 
lo
k 
y
le of pro
essors to bet

 = 1 ns (
orresponding to the frequen
y of 1 GHz), it will take 1.3 
lo
k 
y
lesfor a pa
ket to travel between two adja
ent routing nodes. The overall amount of�bers is Lf ' 2100 m, and the routing time of pa
kets is tr ' 82 
lo
k 
y
les forea
h pa
kets. En
oders 
onsist of a series of Bragg gratings written at the samewavelength �B [3℄. Ea
h grating is tuned independently using a piezoele
tri
 devi
eto adjust �B to the given wavelength. Tuning is applied by stret
hing ea
h gratingindependently [3℄. We 
onsider the requested parameters to be reasonable and thear
hite
ture to be feasible to implement in the near future.4 Analysis of RoutingAt the beginning of routing ea
h pro
essor has h pa
kets to send. The pa
kets tobe sent are randomly 
hosen by the pro
essors from sending bu�ers and sent to therouting ma
hinery using horizontal link. If more than one pa
ket is sent to the samedestination Pd, only one of them is su

essful. Consider that n pa
kets are sent totheir random destinations at a given moment of time. The probability that noneof them is destined to a �xed pro
essor Pd is (1 � 1=n)n ! 1=e. In 
onsequen
e,the probability that there are pa
kets 
oming to this destination is 1 � 1=e andexa
tly one of them is su

essful. Hen
e, the expe
ted number of su

essful pa
ketsis n(1� 1=e) ' 0:63� n.Routing h pa
kets in time �(h) implies work-optimality. For large h and n andassuming that h 2 
(n logn) the routing time is approximately e=(e� 1) = 1:59. Insimulations we ran 10 simulation rounds for ea
h o

uren
e using a Java simulator.The results of simulations are presented in Figure 8. Our software simulations10




on�rm the assumptions.5 Con
lusions and Future WorkWe have proposed a novel, nearly-all-opti
al address re
ognition and routing ma-
hinery for a sparse opti
al torus. On one hand, the use of opti
al address re
ognitionbased on BGA's enables that only a few ele
troni
 
omponents are needed to im-plement the one-way lateral proto
ol at the routing nodes. On the other hand, theopti
al part of the system is simple and suitable for this purpose. For these reasonswe think that our 
onstru
tion is feasible to 
onstru
t. In future work, we will studyto implement so 
alled two-way lateral proto
ol in the same manner and the possi-bility to use opti
al CDMA in di�erent kinds of network stru
tures as an addressingme
hanism.A
knowledgmentsI express my gratitude to professor Martti Penttonen for his valuable dis
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