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Abstract

In this paper we present an all-optical network architecture and a nearly-all-
optical router for it. The sparse optical torus network consists of an n x n
torus, where processors are deployed diagonally. Addresses of packets are
encoded and recognized by using fiber Bragg grating arrays. The optical ad-
dress recognition ensures that only a few logical gates are needed to implement

routing decisions at the routing nodes.
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1 Introduction

Most of the parallel computers on the market use an electronic communication
network to transmit packets between processors. We can increase the efficiency of
communication by using optics. Optical communication offers several advantages
in comparison with its electronic counterpart, e.g., the possibility to use broader
bandwidth and the insensitivity of optics to external interferences.

Problems that have prevented a wider use of optical communication are the
lack of all-optical logic gates and the lack of optical random access memories. These
disabilities reduce the functionality of optical communication in packet switched
networks. For these reasons packet-routed networks usually use electronic ad-
dress recognition as a routing mechanism. LaRochelle et al. have proposed a
fiber Bragg grating array encoder/decoder for optical code-division multiple access

(OCDMA) [9].



Our work is motivated by the emulation of shared memory with a network
of distributed memory modules [4, 12]. If a parallel algorithm has enough parallel
“slackness”, i.e., large enough number of independent parallel threads in each pro-
cessor, the implementation of shared memory can be reduced to efficient routing of
an h-relation [12]. An h-relation is a routing problem where each processor has at
most h packets to send and is the target of at most h packets [1]. An implementation
of an h-relation is said to be work-optimal at cost c, if all the packets arrive at their
targets in time ch. A precondition of work-optimality is that h is greater than the
diameter ¢ of the network and the network can move Q(n¢) packets in each step,
where n is the number of processors. Otherwise slackness cannot be used to ”hide”
the latency due to travel across the diameter [1, 7]. Some architectural solutions
satisfying the above are presented, e.g, by Valiant [12] and by Sibeyn [11].

A sparse optical torus network (SOT) consists of an n x n torus, where proces-
sors are deployed diagonally. Nodes are connected to each other by optical links [7].
The bandwidth of the system is divided in time slots, whose length ¢, equals the by-
pass time of a packet between two consecutive routing nodes. The system operates
synchronously. Every node has two incoming and two outgoing links, therefore the
routing machinery can move 2n? packets in each time slot.

The routing protocol used in this work is what we call a one-way lateral pro-
tocol. In the one-way lateral protocol a packet follows the horizontal path until it
reaches its target column. When the packet has reached the target column, it tries to
turn to its target processor. If it succeeds in turning, it has the privilege to continue
to the destination. Problems arise if there is another packet sent at the same time
to the same target. The packets arrive at the same router at the same time, and if
they choose the same outgoing link, they collide. Collisions can be handled by using
an address difference based protocol [7], or a systolic routing protocol based on the
use of time-controlled routers and timed sendings of packets [6]. In this presentation
we will, however, present an almost-all-optical address recognition mechanism and a
fast hardware-based implementation of the one-way lateral protocol. We also sketch
a theoretical analysis earlier presented in [7]. According to the simulations, an n x n
SOT offers work-optimal routing of h-relation for h € Q(nlogn).

Section 2 presents the structure of routing nodes and the structure of a sparse
optical torus. In Section 3 we introduce the one-sided lateral routing protocol and
its implementation. Section 4 presents an analysis of our construction. Section 5

gives conclusions and discusses the future work.
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Figure 1: Two possible states of routing nodes

2 Sparse Tori with Optical Routers

The basic component in routing nodes is the electrically controlled optical 2x2
switch, operating under a common clock. A routing node can be in one of two
states. When a routing node routes signals In, and In, to outputs Out, and Out,
respectively, it is said to be in the cross state (+), and when it routes incoming
signals In, and In, to outputs Out, and Out, respectively, it is said to be in the
turn state (\\). The two possible states of routing nodes are presented in Figure 1.

A 2-dimensional n x n sparse optical torus, SOT, consists of n? optical routing
nodes R j), 2n? optical links, and n processors (Po,Pi1,....Pu-1y), where 0 <
1,7 < mn — 1. Processors are located diagonally so that processor P; resides at
routing node R,—i—1,) [7]. Each node has two incoming and two outgoing links In,,
Iny,, Out,, and Out,. The two outgoing links of node R; ;) are connected to nodes
at locations R((i+1) mod n,j) a0d R (j+1) modn)- All the connections are assumed to
be unidirectional and each routing node is assumed to be capable of receiving and
sending one packet per link in a time unit. An example of a 6 x 6 sparse optical
torus is represented in Figure 2.

In Figure 2 a disk indicates a routing node, a square indicates a routing node
with a processor, and an arrow between two routing nodes indicates a unidirectional
optical link between the nodes. The routing time of the system is divided in time
slots, whose length ¢, equals to the bypass time of a packet via a link between two
consecutive routing nodes. We call the length of time slot ¢, the packet cycle. A
packet consists of so many data bits that can be passed within the packet cycle ¢,

between two consecutive routing nodes.
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Figure 2: A 6 x 6 sparse optical torus.

3 Routing Machinery for SOT

In our system, processors inject packets into the network using fiber Bragg grating
arrays (BGA) to encode the address of the destination. Intermediate routers make
routing decisions depending on the address of the routing node, the destination
addresses of the packets, and the routing protocol. Section 3.1 presents the routing
protocol for SOT and its implementation. Section 3.2 discusses an optical code
division multiple access (OCDMA). In Section 3.3 we present the optical address
recognition mechanism of the system. Section 3.4 discusses the feasibility of our

construction.



3.1 Routing in Sparse Optical Tori

At each time step the routers of a sparse optical torus receive at most two packets
from their inputs In, and In,. The incoming packets should be routed to outputs
Out, and Out, according to their destination. Routing in SOT can be divided
in three phases. First, we have to detect and evaluate the values of the optical
addresses of incoming packets. Second, we have to switch the state of the router so
that it routes the packets correctly. Third, packets must be injected into the output
links according to the routing decision.

Let p and ¢ be packets at the input links In, and In, of router R; ;) addressed
to processors P, = R(an—a) and Py = R n_sp), respectively. The routing protocol
is characterized by the function f(a,b,4,7) € {-,\\}, which tells the new state of
the router and thus determines, how the packets are forwarded. If one of packets p
and ¢ is missing, the behavior of the router is obvious. More interesting is the case
of two packets, when a collision is possible.

Figure 3 represent the routing schema for SOT. Let d,(i,a) = a — i and
d.(i,b) = b—1i denote distances from the destination columns and d,(j,a) =n—j—a
and dy(j, b) = n— j — b denote distances from destination row of packets P, and P,.
In the general case the state of router can be either + or \\ until at least one of the
packets reaches its destination row or column. “Safe” routing areas are presented in
Figure 3 as dash-dotted boxes. A number of routing protocols and mechanisms have
been presented in [6, 7, 8]. Making the routing decision in optical form is, however,
very difficult.

Actually, we will define f so that the value only depends on whether a = i and

b=jornot, ie. f(a,b.i,j) = f(g(a,i), g(b,j)), where

0 ifk=1
g(k,l)z{

1 otherwise

and
\\ fA=0and B=1

+ otherwise

-

The function f’is an implementation of the one-way lateral protocol presented
in [7]. The input bits are provided by optical detection and by optical address recog-
nition. Respectively, the output bit is provided by the switching circuit of Figure 4
which presents the block diagram of protocol circuit (ProtC) design implementing

the one-way lateral protocol in SOT . Inputs A and B are connected to packet de-
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Figure 3: Example of routing in SO7T. Processors P, and P, resize at routers
R(a,n—a) and 7-\)/(b,n—b)-

tection and address recognition circuits of incoming packets and output C' controls
the state of a 2 x 2 switch. The D flip-flop is added into the design to stabizile the
state of switch during the packet cycle ¢,,.

3.2 Optical CDMA

LaRochelle et al. have proposed the use of fiber Bragg grating arrays (BGA) for
optical code-division multiple access [9]. We consider the Bragg grating to be a
periodic perturbation of the effective refractive index of an optical fiber that reflect
the predetermined wavelength \; of light incident on the grating. The other wave-
lengths of the light are passed by. A fiber Bragg grating array consists of an optical
fiber and a number of Bragg gratings written in the fiber [9].

Let us consider an OCDMA system which uses wavelengths (Ay, Ay, ... Ay) in



Figure 4: Circuit design implementing one-sided lateral protocol in SOT.

its encoders and decoders. The encoding end of the transmission system consists of
a broadband transmitter, a circulator, and a tunable BGA encoder [2, 3, 5, 9]. The
decoding end consists of a circulator, a BGA decoder, and a detector respectively. At
the encoding end the broadband pulse is multiplied to a chip pulse sequence having
n equally separated pulses. The distance between pulses equals the bypassing time
of light between Bragg gratings.

Figure 5 presents the idea of optical address recognition. At the encoding
end the transmitted broadband pulse is separated into a pulse train of three pulses
(X2, A1, A3) by the tunable encoder (Ency). Pulses are routed through the network
until they reach decoder Rec; that has the same kind of Bragg grating array as Enc;.
To detect one large pulse at the threshold analyzer, the gratings of Rec; must be in

inverse order compared to gratings of Enc;.

3.3 Optical processing in SOT

Disadvantages in optical packet switching are the lack of all-optical logic gates and
the lack of all-optical random access memories. For these reasons packet-routed net-
works usually use electronic addressing as a routing mechanism. We can, however,
use fiber Bragg gratings to minimize electronic components needed.

Address encoding. Address encoding in SOT is rather straightforward. When a
processor has a packet to send destined to the processor at the ith column, it tunes

its encoder to use code ¢; and sends the address pulse train into horizontal outgoing
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Figure 5: Block diagram presenting optical address recognition.

link before data. Data can be sent without coding after that.

Detecting turned packets. According to the one-sided lateral protocol a packet
coming from the input In, has been turned towards its target processor and must
always be routed into the output Out,. To detect this situation it needs to split
the incoming signal (if there is any) in two parts and guide one part into detection.
The other part is guided to a 2 x 2 switch after amplification. Block diagram
implementing detection of the existence of turned packet (DetT) is presented in
Figure 6.

Address recognition. Routing and address recognition of the packet coming from
the input In, is more complicated because this packet is routed into output Out,
only if there is no incoming packet from In, and the packet should be turned towards
its target processor.

Address recognition circuits of routers of SO7T are chosen so that recognition
circuits of each column 7 recognize the same code ¢; € C, where C is the set of
all address codes of the system. Additionally, when using BGA’s as an addressing
system for SOT, the receivers’ codes are chosen to satisfy two other conditions.
First, decoders of each router of the column are chosen so that the peak of the

autocorrelation function
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Figure 6: Block diagram presenting detection of turned packet.

N
Ri(s) = cx(i)ex(i — s)

i=0

is maximized for each code k; parameter N is here the length of the code, and
—N+1< s < N —1. Second, the side-lobes of this function are minimized [3].
Demands for minimization of cross-correlation are omitted because of the lack of
multiple accesses. To do that, it is needed to use the same kind of Bragg grating
arrays in the encoding end, but in the inverse order.

Routing decision and routing in SOT. Routers of SO7T consist of a detector
circuit of turned packet (DetT), an optical address recognition circuit (Rec;), a
protocol circuit (ProtC), a 2 X 2 optical switch, and a number of optical components
to handle optical signals. First, DetT detects the existence of incoming signal from
In, and sends bit 1 to the input B of ProtC if there is an incoming packet coming
from In,, 0 otherwise. Second, Rec; evaluates whether the packet coming from In,
(if there is any) is trying to turn and sends bit 1 to the input A of ProtC in that
case, 0 otherwise. Third, ProtC makes the routing decision according its input and
sets the 2 x 2 switch in the correct state. Attenuators and circulators [5] enlarge
optical powers of signals and delay them until the routing decision has been made
respectively. Last, packets are routed into the outgoing links. A block diagram of

our implementation is presented in Figure 7.



3.4 Physical Feasibility of Routers for SOT

Switches can be implemented by LiNbOj technology [10]. The switching time of
LiNbOj switches lies in the range of 10-15 ps [10]. The length of packet is [, = Ngifc,
where N, is the size of the packet in bits, v, ~ 0.3 ns/m is the speed of light in
vacuum, r ~ 1.5 is the refraction index of fiber [10], and B is the link bandwidth.
Assuming the bandwidth to be B=100 Gb/s, the length of a bit in a fiber is [, ~ 2
mm.

In order to estimate the feasibility of a 64 x 64 SOT let us assume the link
bandwidth to be B = 100 Gb/s, and the size of packets to be N, = 128 b. The

corresponding length of a packet in a fiber is [, ~ 26 cm and the length of the

time slot is ¢, ~ 1.3 ns. Assuming the length of clock cycle of processors to be
tee = 1 ns (corresponding to the frequency of 1 GHz), it will take 1.3 clock cycles
for a packet to travel between two adjacent routing nodes. The overall amount of
fibers is Ly ~ 2100 m, and the routing time of packets is ¢, ~ 82 clock cycles for
each packets. Encoders consist of a series of Bragg gratings written at the same
wavelength Ap [3]. Each grating is tuned independently using a piezoelectric device
to adjust Ag to the given wavelength. Tuning is applied by stretching each grating
independently [3]. We consider the requested parameters to be reasonable and the

architecture to be feasible to implement in the near future.

4 Analysis of Routing

At the beginning of routing each processor has h packets to send. The packets to
be sent are randomly chosen by the processors from sending buffers and sent to the
routing machinery using horizontal link. If more than one packet is sent to the same
destination Py, only one of them is successful. Consider that n packets are sent to
their random destinations at a given moment of time. The probability that none
of them is destined to a fixed processor P, is (1 — 1/n)” — 1/e. In consequence,
the probability that there are packets coming to this destination is 1 — 1/e and
exactly one of them is successful. Hence, the expected number of successful packets
isn(l—1/e) ~0.63 x n.

Routing h packets in time 6(h) implies work-optimality. For large h and n and
assuming that h € Q(nlogn) the routing time is approximately e/(e — 1) = 1.59. In
simulations we ran 10 simulation rounds for each occurence using a Java simulator.

The results of simulations are presented in Figure 8. Our software simulations

10



confirm the assumptions.

5 Conclusions and Future Work

We have proposed a novel, nearly-all-optical address recognition and routing ma-
chinery for a sparse optical torus. On one hand, the use of optical address recognition
based on BGA’s enables that only a few electronic components are needed to im-
plement the one-way lateral protocol at the routing nodes. On the other hand, the
optical part of the system is simple and suitable for this purpose. For these reasons
we think that our construction is feasible to construct. In future work, we will study
to implement so called two-way lateral protocol in the same manner and the possi-
bility to use optical CDMA in different kinds of network structures as an addressing

mechanism.
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